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An effective computer resource manager can give industry important computing resources without
an increase in hardware investment. Computer resource managers access idle time that is
available on most existing computers systems within an organization without interfering with their
original, dedicated purposes. Although parallel computing is common to the UNIX operating
system, accessing the large number of machines not included in this particular computer hierarchy
would significantly increase computational capabilities. This extra resourcewould be especially

important for processing large and complex problems common to advanced research groups. The
BYU Resource Manager (YRM) accesses all resources within a heterogeneous computer system to
effectively use their idle time. YRM provides advanced features including data transmission
encryption, and a standard communication protocol between all data components. It allows
computer resourcesto be reserved in advance, and has visualization toolsto assure a user-friendly
environment. And it can effective use non-dedicated resourceswhen they are available and provides
meta-computing capabilities. These advanced features of the YRM resolve problems that are not

well addressed by existing computer resource managers.

1 Introduction

The nedl to use &isting computer resources more
effedively is attractive bath from an economic and a
computational standpoint. Consequently various
groups have devel oped software to more dfedively
use isting computer systems. The main emphasis
has been to combine a large number of processorsto
emulate asingle, “meta-computer,” but without
incurring large monetary investments.

The arrent approach, whil e successul in solving
many serious problemsinherent to supercomputing,
are till not attractive enough to motivate wide-scale
adoption. In particular, current computer resource
management systemsfail invarying degeesto med
the following esential criteria necessary to facilit ate
wide-scale use.

1.1 Criteria

Use of Heterogeneous Resources

Computer resource managenment should solve

multi ple problems on a variety of computer hardware
resources. In particular, the Windows operating
system haslargdly been ignored by the

supercomputing community. A computer resource
manager system should be portable, easily adapt to
various problems, and have the cpability to use al
avail able hardware resources. It should also provide
the ahilit y to use non-dedicated resources when they
are avail able.

Data Security

Seaure data encryption and use authentication are
absolutely necessary —no ane without authorizaion
should have accessto system resources or user data.
Thisisespedally true for environments where the
hardware resources and the network are shared or
otherwise inseaure.

Sandard Communication Protocols

A standard communication protocol is essntial to a
computer resource manegenment system to prevent
incompatibiliti es between various computer systems
and their software. This protocol must provide the
means for describing system resources and how they
are being used.

Graphical Interface
To facilit ate the use and administration of any
computer resource marnagemnment system, agraphical



interface should be provided. The ability to visuali ze
the omplex system will assst usersand
administrators to use the system and its resources
efficiency.

Advance Reservations

The abilit y to reserve resources in advance guarantees
the use of the system for a spedfic time period. This
ahility provides userswith more flexibility in how
they use the system.

Meta-computing Capabhiliti es

Meta-computing all ows more cmputing resources to
be shared acrosslarge physical distances. A computer
resource management system must facilitate this
sharing and provide advanced accounting and policy
management capabiliti es.

1.2 Related Work

Current computer resource maragersfail to
completdy addresseach of the important issues
abowe. For instance neither Condor [3] nor
Loadleveler [4, 5], two advanced computer resource
managers, support data encryption or advance
resourcereservations.

Legion [6], another computer resource marager, does
not support Windows — that capahility iscurrently
under development. In addition, Legion does not
support advance resource reservations.

Other resource management systems such asPBS,
LSF, Codine and NQE do not support data encryption
or advanceresourcereservations. Of these, only LSF
supports the Windows environment.

YRM differsfrom all current systemsin that it is
implemented in Java. Thus, YRM will run on any
computer or computer system with only minor
modifications. This attribute minimizes devel opment
time and all ows easier software bug detedion.

YRM isalso the only resource management system to
support data encryption during network
communication. In addition, no aher management
system takes advantage of non-dedicatedcomputing
resources, or alowsresourcesto bereserved in
advance

2 Design and Implementation

YRM isbuilt from modular components that meet
each of the basic aiteria of an advanced resource

manager aslisted above. The default behavior of
each component can be modified using its simple
configuration file. Becuse of YRM's modular design
each component can be cmmpletely replaced without
affeding therest of the management system.
Designers can thereby use or test various algorithms,
or customize a particular component for spedfic
applications. Modularity all ows extensive design
flexihilit y and easy product evolution. This capability
isfurther enhanced by designing each component in
YRM to handles only one asped of the resource
management process[1, 10]. Figure 1ill ustratesthe
design of YRM.

Persistent Queue

Database

There are six major components:

e Domain —the top level component of YRM.
It facilit ates interaction between the other
components and provides an interface to the
computer resources.

e Job Queue — providespersistent storage for
jobinformation.

e Scheduler —decies when and where jobs
will run.

e Cortroller — exeates the cedsionsof the
scheduler. It maneges the resourcesin the
system and monitors running jobs.

*  Node Service— gives the @ntroll eraccessto
the computing resources such as cluster
workstations or supercomputer nodes.

e Visualization Tod — provides apowerful and
user-friendly graphical interfaceto the
system.

2.1 Domain




The domain isthe top level component of YRM. It
provides vital communication to the cmmponents of
the YRM system. |t aso provides aconnedion
between the YRM system and the available ompuer
resources.

The domain recevesjob requests from users and
returns information necessary for those users to
confirm their requests. The domain also reports the
user's job status. It aso acts asaconduit through
which administrators may configure the various
componentsin the system. Thisdoes not predude
administrators from diredly configuring components
that are designed to be mnfigured independently.
The scheduler (described below) asauresthis

capability.

A central paint of interaction simplifiesthe system
and maintains a consistent seaurity architecdure. The
domain al ows usersto continue to use a standardized
communication protocol regardlessof theinternal
system demands.

2.2 Job Queue

The job queue provides persistent storage about job
information that have been submitted to the system.
Thisinformation is persistent to asaure failure
recvery. The modular nature of YRM allows job
information to be aeated and stored in any desired
location or format. For instance users may choose a
storage location based on their seaurity preferences,
on performance, or similar criteria. Thisflexihility
allows YRM to be used in awide variety of
environments and needs. YRM storesjob queuel
information on adisk in an encrypted format. Other
possble alternatives to this default would include an
LDAP diredory service, or adatabase.

2.3 Scheduler

The scheduler deddes when jobsin the system will
run and what computer resources they will use. YRM
takes advantage of the powerful capabiliti es of the
Maui scheduler [7]. Users can submit jobs for
exeaution when the required computer resources
bemme avail able or reserve those resourcesfor future
use. YRM simplifies the interface to Maui to make
the system easier to use, but maintains most of Maui' s
commonly used features. Maui can be @wnfigured
through the domain component of YRM or by the
tods provided with Maui, if necessary. Maui has
been used extensively on UNIX systems, but a
Windows port developed at BY U isavail able.

2.4 Controller

The ontroller isresponsible for carrying out the
dedsions of the scheduler. The mntroller starts jobs
using the resources all ocated by the scheduler. It
stops or cancdsjobs when instructed. It also
monitors each jobto insure that the job anly usesthe
resources that have been all ocated to it.

The ontroll er also manages and controls accessto
theresourcesin the domain. Physical resources are
usually cluster workstations or supercomputer nodes.
The ontraller interacts with the nodesin the domain
and gives resource information to the sheduler and
end users. It dso kegps track of non-physical
resourcesin the domain such as software licenses.
The ontroller usesYRM' s standard communication
protocol to preent anaggregate view of the system
resources and al ow accessto them.

2.5 Node Service

The node servicegivesthe mntroll er accessto the
computing resourcesin the domain. The node service
isasystem-level serviceor daemon the cntrols each
nodein the domain. It is responsible for exeating
the ontroller' s commands and reporting state
information to the controller. It also monitorsajob s
use of resources and reports any unauthorized activity
tothe ontroller. YRM provides a screen saver that
can activate the node service when a computing
resourceisidle.

2.6 Visualization Tool

The visualization tod provides a powerful and user-
friendly graphical interfaceto YRM. This toadl allows
usersto view information about and make dhangesto
YRM. Thevisualization tod presentsthe resource
manager’ s complex datain acompact graphical
format. It isaweb-based Javaapplet. Usas may
submit jobs using thistod. A command line utility is
also avail able for submitting jobs. Thisutility
trandates simple Loadleveler and PBS job submisson
filesinto YRM' sstandard communication formatand
transmits them to the spedfied domain. Thetod can
also interact diredly with the Maui scheduler. The
visuali zation tod detail s are discussed further in
sedion 3.4.

3 Evaluation of YRM Features

This sedion discusses how YRM medseahcriteria
for an computer resource managenment system.



3.1 Heterogeneity

YRM isdesigned to be easily ported. Most of YRM is
written in Java. ThisallowsYRM to berun on
virtually any machine with minimal modification.
The node serviceiswritten in Java, but it does use a
small nativelibrary for operating system call sthat are
not supported in Java. YRM currently supports
Windows and Linux, but can be ported to aher
operating systems easily. Computerswith different
operating systems may be used simultaneously.

Figure 2 shows atypical system that uses YRM to
provide a cluster based supercomputing environment.
The physical resources and jobsin the system are
shown. The airrently running jobs have been mapped
onto the resources that they are using.

Computer resourcesin YRM may be dedicated or
non-dedicated. Dedicated resources are mnstantly
avail able for use by the resource management
architedure. Non-dedicated resources can be
configured to be avail able for spedfic time periods.
During thistime, YRM usesthe @pahiliti es of the
node. The node service screen saver can also ke
configured to contact the doman when it isactive and
computing resources are avail able.

YRM can be used in situations when workstation
computerssit idle forlong periods of time eachday,
typical to acorporationor university. YRM can to tap
into the numerous Windows based workstations, or
into the UNIX based systems.

Figure 2 isagraph of the number avail able processors
over time of one of BYU’'s computer labs. At any
time during the day, there are processors avail able to
run jobs. At night, nearly every processor is

avail able. Taking advantage of theincreasein

avail able cmputing resources increases the amount

of computation possble.

60

o\ [
. \\ //
& )
. A
. \ /
N

Figure 3 below shows the use of a few computers
during a twenty-four hour period. Most are unused
for large blocks of time.  The difficulty in using these
computing resourcesliesin determining how long a
given computer will remain idle and avail able for use
by YRM. Thisisan area of future research.

—

3.2 Security

YRM proteds data by encrypting it before they are
transmitted over a network. YRM usesthe Diffie-
Hellman [11] key agreament protocol to construct a
sesson key to assure encryption during transmisson
over anetwork. Encrypted communication occurs
between the wntrolli ng processon anode and the
contraller. It also occurs between the domain and any
external connedion. YRM' snode wntrol process
visual tool and command line utility all support this
encryption.

The Diffie-Hellman protocol does not provide
authentication and is therefore vulnerable to a man-
in-the-middle attack. YRM authenticates
communication using a shared passvord. When
machines exchange their public keys during the
Diffie-Hellman protocol, they are encrypted using a



passwvord-based cipher [13]. Thus, any attacker must
know the passwvord in order to complete a successul
man-in-the-middle attack. The alternative to a shared
passvord isto use third party certification such as
PKI. Because most resource management
architedures are fully controll ed by one
administrative body, shared passwvords are not
unreasonable. Also, thispassvord can be changed at
any time without affeding the system. Diffie-
Hellman provides equivalent seaurity to RSA [12]
using equal key sizes.

Generating a sesson key for every communication
deaeases performance  YRM hasthe ahility to cache
each sesson key for a set amount of time. Reusing
cached sesson keysincreases performance but all ows
more opportunity for seaurity breaches. An
administrator can balancethese @nflicting goalsby
configuring the time a sesson key will remain valid
in the ache. By default, a new sesson key will be
generated for every connedion.

3.3 YSL: A Standard Communication Protocol

YRM uses BY U's Spedfication Language [14] (YSL)
asits standardizedcommunication format. Using a
standard communication protocol increases
interoperabilit y between software programsin a
resource management architedure. Y SL addresses
the limitations of previous resource management
communication languages.

Y SL describes all aspeds of a resource management
architedure. Thisincludesresources, jobs,
reservations, policies, users, groups, configuration
information, queries and administrative ammmands.
Customized optionsinherent to the software allows

Y SL to be expanded for future applications. The
standardization efforts of the Grid Forum [15] will be
supported.

Y SL can also describe optional job characteristics and
preferences, such as communication patterns or
computational intensity —a capebility that could be
used by a scheduler to make smarter dedsions about
when and where to run ajob. Thisispart of ongoing
work under development a BYU.

Globus has developed a standardized spedfication
language clled RSL [16]. RSL islimited to
describing only the static resources needed by ajob a
program. Y SL isdesigned to describe all aspeds of
resource management. In addition, RSL syntax isnot

easily read by people and does not use an industry
standard format such as XML.

YSL iswritten using XML, an industrial standard for
describing information. XML isan ideal format for
capturing the state of adistributed system [2]. A
great effort has gone into producing gereric tools to
use of XML. YRM takes advantage of these todsto
create, parse and manipulate YSL.

Below are two examplesof YSL. Thefirstisa
description of a node and the resourcesit provides.

<node name = “orion-12” state = “idle">
<processor count = “2"/>
<memory amount = “128"/>
<swap space = “ 256"/>
<disk space = “2048"/>

</node>

The second isa description of ajoband its resource
requirements.

<job name = “job1” state = “active”>
<location
initalDirectory = “c:\users\temp”
inputFile = “in.txt”
outputFile = “out.txt"/>
<executable name = “test.exe”/>
<arguments content = “-u dreese”/>
<time limit = “120"/>
<requirements>
<node count = “2"/>
<memory amount = “64"/>
<swap space = “128"/>
<disk space = “1024"/>
<os type = “Windows"/>
</requirements>
</job>

3.4 Visualization

The information of the YSL screen is shown in Figure
4. Theleft sedion of theinformation screen showsa
visuali zation of the job queue. The vertical axis
represents the amount of resourcesthe job requires
and the horizontal axisisalogarithmic representation
of that job' stimelimit. Theright side of the screen is
avisual representation of the nodesin the domain.
Jobs and nodes are @lor-coded according to their
state.
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Only information appropriate for each user is shown.
Administrators seeinformation about al jobs,
whereas each user can only seeinformation about
their own jobs. Any user can cancd or placeand
remove holds on jobsto which they have access In
addition, administrators can explicitly start ajob.
Detail ed information about a job can be viewed in the
lower right portionof the reen by clicking the job.

Node information isdisplayed to all users. Sdleding
ajobwill highlight the nodes that the jobis currently
using Userscan view detailed informaion about a
node in the lower right portionof the <reen by
sdeding that node. Administrators can manually
make any resource unavail able for use. This method
ismore dfedive to avoid jobfail uresthan it would be
to merely disconned the node from the domain.

Presenting the mmplex job and node information in a
compact visual representation simplifies the use of the
system. Thisheps usersto more fully understand
what is happening in the system, and allows themto
make more informed dedsions. More ctailed
information is also avail able as nealed.

3.5 Reservations

Advancereservations all ow usersto reserve resources
for future use. They guaranteethe use of resources
for aspedfictime period. Advancereservations have
a definite beginning and ending time, and the
reserved resources are only accessble by the aeator
of the reservation.

Advancereservations are valuable to administrators
who wish to dedicate a group of resourcesfor a
particular group or job. For example, a professor may
want to reserve aone-hour block immediately after
classfor student use. Userswho want to run
interactive jobs during convenient timescan reserve
needed resourcesin advance during those times.

Instead of being forced to wake up whenever
resources neaded for a debuggng sesson becme
avail able, a devel oper can reserve those resources
during normal work hours.

Advancereservations are necessary for meta-
scheduling environments. In order to be ableto use
resources at diff erent locations together to slve a
problem, all resources must be avail able at the same
time. With advance reservations these resources can
be scheduled at the same. Users may wish to schedule
atelescope at the same timethat processng nodes and
network bandwidth are avail able.

Figure 5 showsthe reservation screen of the
visualizaion tod in YRM. Userscanview the
avail ahilit y of resources over time and choose an
appropriate time to reserve the needed resources.
Users can drag on the avail abilit y graph and the
procesor number, start time and duration will be
updated on the left side of the screen.
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3.6 Meta-Scheduling
The YRM isableto participate in a meta-scheduling
system.

4 Conclusion

YRM isan advanced computer resource management
system designed to med a large number of industrial
needs. It solves problemsexisting in current systems.

* YRM takes advantage of all resourcesin a
heterogeneous environment including non-
dedicated nodes.

e YRM authenticates users and encrypts data.

e  YRM usesYSL asitsstandard protocol for
all communication.

*  YRM hasa powerful, user-friendly graphical
interface



* YRM allow usersto make advanced
computer resource leservations.

* YRM can participate in a meta-computing
environment.

YRM uses dedicated resources effedively and will use
non-dedicated resources whenever they become
available. The abhility to use non-dedicated resources
deaeasesjobturn around time and the time jobs are
in the queue before exeadtion. It also increases
throughput.

Beause of its modular and customizable nature,
YRM isatod that can gererate rew understanding in
computer resource marnagemnment resarch. Itis
sufficiently flexible and customizable to provide a
robust production system. YRM also addresss and
resolves problemsin current resource managers.

4.1 Future Work

In ashared computer resource @wvironment, it is
important to maximize the time e&h resourceis
dedicated to supercomputing. However, to provide a
stable resource pod the dalicated time should be as
continuous as posshle. The node service screen saver
could be modified to record information about its
usage patters and dynamically calculate an optimal
time during which that resourcewould be avail able
for dedicated use. This type of usage trackingwould
be more flexible and possbly more efiedive than
static configurations.

It is possble that amore appropriate and effedive
method of sesgon key caching can be devel oped..
Two potential alternatives areto (1) generate a new
sesson key for each job and (2) use passwvord-based
sesson keys. Passvords are easier to remember and
use than numerical keys and might provide a means
for usersto “safely” communicate with interactive
jobs.

Currently, the only parall el language supported is
MPICH. To provide amore useful resource
management architedure [1], support for other types
of paralld languages, such as PVYM and HPF, could
be added.

YRM has been succes<ul in asmdl clustered
computing environment. Moreinformation is needed
about how YRM performs when deployed over amore
demanding arena. Spedfically, YRM neeadsto be
tested in an open-lab and Internet environment.

Using performance surfaces [8] in YRM will allow
jobsto be scheduled to use more appropriate
resources. Thiswill increase performancefor certain
types of jobs.
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